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Essence

Lov Kumar Grover
L. Grover, Phys. Rev. Lett. 79(2), 325 (1997)

Completes a search in ∼
√
N steps (with 50% probability)

as opposed to the
classical ∼ N/2 steps.

The objects (haystack) must be represented as points in a Hilber space. The
vectors of the objects which we try to find span a subspace in this space.

The Grover algorithm constructs operators that transform a given initial state
into a state which has a maximal component in the subspace of desired objects

(amplitude amplification).

https://en.wikipedia.org/wiki/Lov_Grover
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Every state |Ψ〉 ∈ HI/O can be decomposed as:

Remember, measuring the state |Ψ〉 means:



The goal of the algorithm to create states |Ψ〉 for which the
probability to observe an x ∈ S is maximized. This is
accomplished by starting from an initial state |Ψ0〉 and by
applying suitable transformations which increase the component
in HS .



Decision if a state is a solution 7

where |y〉 belongs to an auxiliary register HW .
Reminder



RS⊥ can be viewed as reflection about HS⊥:













Steps of the Grover search algorithm



Steps of the Grover search algorithm









Qiskit notebook

https://qiskit.org/textbook/ch-algorithms/grover.html

https://qiskit.org/textbook/ch-algorithms/grover.html


N E X T L E C T U R E

N O V E M B E R 11, 2022



T H A N K Y O U F O R

Y O U R A T T E N T I O N!

Б Л А Г О Д А Р Я З А

В Н И М А Н И Е Т О !
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